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Code available!

ST-GANgenerates geometric corrections that
sequentially warp composite images towards
the natural image manifold .

https://github.com/
chenhsuanlin/spatial -

transformer -GAN
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We seek realistic image generation through 
low-dimensional geometric transformations .
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High-dimensional per-pixel image generation
Low-dimensional geometric transformations

Why Spatial Transformer Networks?

Why Generative Adversarial Networks?
Laborious annotations of realism concepts
Realism driven by unlabeled image data
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ST-GAN predicts iterative
warps on the foreground.

The same discriminator is
used and improves over
added generators during
adversarial training.

New generators can be
sequentially trained!

Only the latest generator
gets updated along with
the discriminator .

Check out our paper and code for 
more details and discussions!
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